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ABSTRACT

A visualization technique that allows simultaneous spatial analysis of complex flow behavior from

thousands of Lagrangian trajectories is presented and tested using a high temporal and spatial resolution

cloud model. The utility of the trajectory mapping technique is illustrated by showing that the source height of

the air trajectories is a good proxy to themodel-derived equivalent potential temperature.Moreover, the history

of the forcing of vertical momentum is related to instantaneous vertical motion patterns shown to be eluci-

dated in the trajectory mapping framework. The robustness of the trajectory mapping method was evaluated

by integrating tendency terms and comparing Lagrangian-derived quantities to instantaneous values in the

model. The original trajectory maps were also compared to those where the original fields have been filtered

and/or the available data frequency are limited to the spatial and temporal scales typical of research radar

datasets. The trajectory mapping method was applied to a supercell observed on 29May 2004 to demonstrate

that trajectory behavior for the observed case compares well to those from the higher-resolution numerical

model output.

1. Introduction

One of the most commonly used methods to charac-

terize three-dimensional motion in complex flows is to

examine Lagrangian trajectories. In supercell storms,

conclusions about the behavior and source of low-level

vortices in numerical simulations (Rotunno and Klemp

1985; Wicker and Wilhelmson 1995; Adlerman et al.

1999; Mashiko et al. 2009; Schenkman et al. 2014) and

observational studies (Johnson et al. 1987; Wakimoto

et al. 1998; Ziegler et al. 2001; Markowski et al. 2012)

have been based, in large part, on the behavior of air

trajectories. However, a recent study by Dahl et al.

(2012) examined potential errors in individual backward

trajectories that had been previously overlooked, in-

dicating that trajectories originating at low levels east

of a storm’s gust front may have larger errors than other

trajectories originating farther aloft. Thus, conclusions

based on a limited set of trajectories may be biased due

to undiagnosed local variability in trajectory errors.

Trajectories have been primarily visualized by over-

laying the trace of parcel positions relative to the model

or analysis grid at a specific analysis time. Variables

along the trajectory, such as altitude, vertical vorticity,

or forcing terms, from the vorticity equation are viewed

as a time series. While helpful in illustrating key con-

cepts in fluid motion, the evolution of specific features,

the representativeness, and the spatial scales of the

trajectory behavior cannot be determined from a few

trajectories. With the exception of Klemp et al. (1981),

who used trajectories to visualize the source altitude of

air in a midlevel updraft, comprehensive analysis of

trajectory behavior has not been thoroughly explored or

visualized. For example, regions of strong deformation

will lead to strong gradients in trajectory behavior that

are difficult to visualize using only a few tens of trajec-

tories. However, if thousands of trajectories are initial-

ized on a fine, regularly spaced grid and analyzed in a

Cartesian frame of reference, the resulting spatial pat-

tern of trajectory behavior and diagnostics should lead

to an improved understanding of storm kinematics and

dynamics.Corresponding author e-mail: Daniel Betten, danbetten@ou.edu
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In this paper, we develop such a trajectory mapping

method and demonstrate its robustness and utility using

high-resolution output from a numerical model. The

method will be shown to provide insight into the source

of air parcels at a given level; the time history of vorticity,

including the effects of diffusion; and the time-averaged

forcing of vertical momentum. We also compare the

trajectory behavior obtained from the simulated super-

cell storm to trajectories computed from a dual-Doppler

radar analysis of a well-observed supercell storm. The

comparison shows that the method has utility for an or-

ganized storm that is sampled frequently relative to the

evolution of the storm flow.

2. Methodology

a. Numerical simulation

A numerical simulation was carried out using the Cloud

Model 1 (CM1), release 17 (Bryan and Fritsch 2002), with

the Ziegler variable density (ZVD; Ziegler 1985; Mansell

et al. 2010) two-moment microphysics scheme. The

simulation was initialized with a single warm bubble

in a homogenous environment based on a composite

sounding fromTopeka, Kansas, for 8May 2003 (Fig. 1).

This sounding was chosen based on its proximity to

multiple tornadic supercells. The sounding resulted in

the simulation of a quasi-steady supercell storm, de-

fined here following Foote and Frank (1983), as a

continuous zone of updraft feeding the convective

storm with new updraft pulses forming within the ex-

isting updraft zone. The weighted essentially non-

oscillatory (WENO) advection scheme (Shen and Zha

2010) was applied for both kinematic and scalar quantities

because it dampened errors associated with features near

the smallest resolvable scale and resulted in smoother

fields than the traditional fifth- and sixth-order advection

schemes. The WENO method led to better agreement

between integrated tendencies and the resulting field than

fifth- or sixth-order advection schemes.

FIG. 1. (left) Thermodynamic profile, (top right) storm-relative hodograph (heights in km), and (bottom right)

equivalent potential temperature profile (AGL) for the sounding used in the model. The sounding is a composite

from the 1800 and 0000 UTC 8 May 2003 soundings at Topeka.
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The horizontal grid spacing was 250m in the middle

70 km of the domain and was stretched to 5000m on the

outer boundaries. The vertical grid spacing was stretched

from 100m at the bottom to 500m at the top, resulting

in a model domain of 175km 3 175km 3 16.2km. The

horizontal boundaries are open radiative, while the lower

and upper boundaries are free slip. Storm motion was

estimated and subtracted out to keep the storm in the

middle of the domain over the lifetime of the simulation.

b. Observational case

The trajectory mapping technique was also applied to

radar analyses from the Geary, Oklahoma, 2004 super-

cell observed by two Shared Mobile Atmospheric Re-

search and Teaching (SMART; Biggerstaff et al. 2005)

radars during the TELEX (MacGorman et al. 2008)

project. Wind retrievals were performed using NCAR

software REORDER (Oye and Case 1995) and Custom

Editing and Display of Reduced Information in Carte-

sian Space (CEDRIC; Miller and Fredrick 1998) from

synchronized radar volumes collected every 3min. The

radars were located on a 40-km baseline and an analysis

was performed on a 100 km 3 90 km 3 18 km grid

with a horizontal resolution of 750m and a vertical

resolution of 500m. A low-pass filter was used to

smooth the transition between the dual-Doppler anal-

ysis and a nearby balloon sounding. The storm advec-

tion correction technique described in Ziegler (2013),

where the analysis at two times is advected to the time

of the trajectory, was used to reduce errors in trajec-

tories due to the large-scale advection of the storm.

c. Trajectory methodology

The trajectory algorithm used in this studywas written

to optimize the initialization of a regularly spaced grid of

trajectories with fourth-order Runge–Kutta temporal

integration. Trajectory time steps were based on the

scale of the analysis and the resolved flow characteris-

tics, resulting in a time step of 0.5 s for the simulated

storm and 5 s for the observed storm. These time steps

were found to be optimal, as smaller time steps did not

affect the final positions or integrated quantities. Model

data on the Arakawa C grid were directly interpolated

to the trajectories using cubic spline interpolation, while

the temporal evolution was linearly interpolated. The

gradients were calculated locally by interpolating the

variables to a cube around each trajectory and then

calculating the spatial gradients valid at the center of the

cube, thus ensuring that the gradients at the trajectory

points are the same gradients that are felt by the

trajectories.

Comparisons between forward and backward trajec-

tories over 200 s using the algorithm developed here

yielded root-mean-square differences on the order of 10m,

or about 5% of the grid spacing. The resulting algorithm

also compared favorably against trajectories calcu-

lated from the built-in algorithm in CM1. Given the

good agreement between forward and backward tra-

jectories, the utility of the trajectory mapping frame-

work is illustrated using mostly backward trajectories.

3. Trajectory map framework

A trajectory map is defined as a two-dimensional

Cartesian visualization of a specific variable at a spe-

cific time along its trajectory. The trajectory maps are

derived by initiating trajectories at every grid point on

the original model or analysis grid and interpolating

diagnostic quantities to the trajectory location during

the backward (or forward) time integration. The tra-

jectory map is then created by displaying the previous

(or future) values of a quantity at the initial grid loca-

tions of individual trajectories. Hence, thesemaps reveal

spatial patterns of the past (or future) values in the original

two-dimensional plane.

To illustrate the transformation from Eulerian space

to a trajectorymap, the vertical velocity of trajectories at

1-km altitude is shown in Fig. 2. At the initial time

(Fig. 2a), the trajectory map reflects the vertical velocity

as indicated by the overlapping of the color-filled and

black-lined contours of vertical motion. Figures 2b,c il-

lustrate the horizontal variability of the past values of

vertical motion for all the air parcels that end at 1-km

altitude at 7200 s in the simulation. Thus, the spatial

scale of the updraft intensification and the relative

strengthening of the downdrafts can be visualized si-

multaneously. In contrast, single trajectories, like those

in Fig. 2d, do not provide the spatial scale and structure

of the air parcel evolution that is depicted in the tra-

jectory maps.

The choice of the time, or integration period, depends

on the purpose of the analysis, storm size, flow speed,

and rate of evolution of the flow features of interest. For

reference, the simulation produced a low-level updraft

region;5 km wide, while the observed supercell had an

updraft region;15–20 kmwide. Thus, the observational

case should require a significantly longer integration

period than the simulated supercell for similar illustra-

tive purposes. If the purpose is to gain a temporally

comprehensive visualization of the vertical motion of air

parcels, then one might plot the average vertical motion

over a 50–100-s period rather than the instantaneous

value at a specific time.On the other hand, if the purpose

is to visualize parcel altitude origins, then onemight plot

the past altitude of the air that ended up at a particular

altitude at a particular time in the simulation.
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For example, backward trajectories showing the prior

altitude of air that end at 1-km altitude at 7200 s into the

simulation are show in Fig. 3. As the trajectories are

integrated backward in time, spatial gradients appear in

regions having strong deformation as differential ad-

vection alters the path of individual trajectories (Fig. 3).

In the trajectory mapping framework, the effects of

deformation and flow evolution have been integrated

into a single visual analysis. Instead of viewing fields

such as vertical motion as a single snapshot in time on

the horizontal grid, the trajectory mapping method en-

ables the integrated time history of the flow field to be

viewed concisely.

Some quantities will converge to a constant value

along trajectories once they are reintegrated into the

environment, such as source altitude. However, since

the point in time of convergence depends on the initial

trajectory position and the surrounding flow, the time of

convergence will vary spatially. This point is illustrated

in Fig. 3, where prior altitude has been plotted at four

different times. Prior altitude converged first in regions

of rising trajectories (warm colors) and took longer in

regions with sinking trajectories (cold colors). Eventu-

ally, almost all of the backward trajectories that were

initialized at 7200 s and at 1-km altitude converged to

their source altitudes in the environment as the in-

tegration period was increased to 800 s.

It is important to note that both backward and for-

ward trajectory maps contain useful insight into parcel

flow evolution. Backward trajectory maps are optimal

for understanding the processes that have forced the

current flow characteristics, while forward trajectory

maps are optimal for understanding the future behavior

of the flow characteristics and for illustrating source

regions for future updrafts, downdrafts, and flow fea-

tures like mesocyclones.

4. Trajectory map applications

The benefit of the trajectory mapping framework is

demonstrated here through analysis of quantities typi-

cally examined in studies of supercell storms. The source

FIG. 2. (a) Vertical motion of 1 km at 7200 s into the simulation. (b) Horizontal map of vertical motion at 7180 s

for all the backward trajectories that initiated at 1 km at 7200 s. (c) As in (b), but integrated back to 7150 s. In (a)–(c)

black-lined contours of vertical motion every 2m s21 for negative values and 6m s21 for positive values at 1-km

altitude and at 7200 s have been overlaid for reference. (d) Example of the time series of vertical motion along a single

backward trajectory initiated at 7200 s at the point denoted by the black dot in (a).
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of air in the low-level mesocyclone, the forcing of ver-

tical momentum, and the developing vertical vorticity in

and near the mesocyclone are presented for the simu-

lated storm. The model output is also used to elucidate

the proxies of observational applications where detailed

thermodynamic data are often unavailable.

a. Low-level mesocyclone air source regions

To determine the horizontal extent of the areas that

contributed to the low-level mesocyclone at a height of

1 km, a forward trajectory map was initiated at 7000 s at

an altitude of 50m. The selection of 50m is illustrative

but was guided by themean vertical displacement within

the mesocyclone found in the 200-s backward trajectory

analysis (cf. Figs. 4a,b). In practice, manymaps would be

initialized at different altitudes within the height range

diagnosed from the backward trajectory map. To reflect

the broadest horizontal extent of air that was at 50-m

altitude at 7000 s that could have flowed through the

mesocyclone by 7200 s, the maximum vertical vorticity

below 1km along the forward trajectory is plotted

(Fig. 4d) rather than the final vorticity. As with the prior

altitudemaps, the futuremaximum vertical vorticity was

generated by contouring the future values of vorticity at

the original (x, y) locations where the forward trajecto-

ries were initiated. While the future values in Fig. 4d are

significantly larger than the initial vorticity values of the

trajectories (Fig. 4c), this does not suggest that vorticity

was increasing everywhere outside of the mesocyclone.

Rather, the area of high future vorticity elucidates those

individual forward trajectories that later pass through

the low-level mesocyclone. The surface to the 1-km layer

was chosen to focus on the low-levelmesocyclone. Positive

vertical vorticity values inside the low-level mesocyclone

were significantly higher than any other region below 1km

in the simulation domain; thus, any air parcel trajectory

that experiences future vertical vorticity on the same order

of magnitude as that found in the mesocyclone—but

originating outside of the mesocyclone—can be assumed

to have passed through the low-level mesocyclone at some

FIG. 3. (a) Prior altitude, 100 s in the past, initialized at 1-km altitude at 7200 s in the model simulation. (b) As in

(a), but the backward trajectories have been integrated for 400 s. Note that points with a height of 1000m indicate

the parcel either did not move vertically or ended at 1-km altitude again between the beginning and ending periods

of the integration. In (a) and (b), black contours of vertical motion every 2m s21 for negative values and 6m s21 for

positive values at 1-km altitude and at 7200 s have been overlaid for reference.
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point in the future. Examining the areas with values of

vorticity greater than 0.06 s21 (very light blue, white, and

red in Figs. 4a,d), it is clear that air from several kilo-

meters away in nearly all directions converged into

the low-level mesocyclone between 7000 and 7200 s in

the simulation. But the largest source area was from the

north, in a region of general subsidence at both 7000 s

(Fig. 4d) and 7200 s (Fig. 4a).

By comparing both backward and forward trajecto-

ries, it is possible to visualize the spatial distribution of

the source height (for backward trajectories) and the

horizontal source extent (from forward trajectories ini-

tialized at the earlier time) of air that contributed to the

low-level mesocyclone at a particular time.

b. Application to the forcing of vertical motion

Trajectory maps have a large number of applications,

as any variable that is observed or numerically simulated

can be interpolated to a trajectory. Tendency equations

are often used to elucidate the evolution of storm

characteristics, such as vorticity or vertical motion. In-

dividual or combined terms in tendency equations can

be integrated and plotted just as easily as prior variable

states. Hence, trajectory mapping can be used to ex-

amine the relation between past forcing and current flow

features. As noted by Gaudet and Cotton (2006), ad-

vection will displace the resulting field from the parent

forcing region. In their example, the occlusion down-

draft was displaced from the location of the negative

vertical motion tendency, showing the inherent com-

plexity between the resulting motion field and the pro-

cesses that created the flow.

The displacement between the forcing and the resulting

momentum at later times can be demonstrated by com-

paring the vertical motion field to the rhs of the vertical

motion tendency [(1)] and the Lagrangian integration of

FIG. 4. (a) Analyzed vertical vorticity (s21 according to the color scale) at 1-km altitude and 7200 s into themodel

simulation. (b) Prior altitude (m), 200 s into the past. Contours of vertical velocity, every 2m s21 for negative values

and 6m s21 for positive values, for 1-km altitude at 7200 s have been overlaid in (a) and (b). (c) Analyzed vertical

vorticity (s21) at 50-m altitude and 7000 s into the simulation. (d) Maximum vertical vorticity below 1-km altitude

along 200-s forward trajectories initiated at 50m at 7000 s into the simulation. The location of the color-filled

contours reflects the grid points where the forward trajectories were initiated and not the future position at which

the maximum vorticity values were realized. Contours of vertical velocity, every 2m s21 for negative values and

6m s21 for positive values, for 1-km altitude at 7000 s have been overlaid in (c) and (d).
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the terms over an arbitrary period (Fig. 5). Equation (1) is

the compressible nonhydrostatic form of the vertical

momentum equation in the numerical model, where w

is the vertical velocity, t is time, p0 is the perturbation

Exner function, Cp is the heat capacity at constant

pressure for air, g is acceleration due to gravity, z is

height, ur is density potential temperature, and B is the

buoyancy force defined by (2). As shown in (2) ur0 is

the environmental base-state density potential tempera-

ture that varies only in height,

dw

dt
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Using the Emmanuel (1994) approximation for density

potential temperature [(3)], the buoyancy force can be

written as (4), where rh is the hydrometeor mixing ratio,

u is potential temperature, and the virtual potential

temperature uy was decomposed into its environmental

base state uy0 and perturbation u0y. Note that the envi-

ronmental base-state virtual and density temperatures
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At the initial time (Fig. 5a), the strongest drafts, par-

ticularly the downdrafts, are notably displaced from the

peak tendencies. As the backward integration period is

increased from 50 to 100 s, insight into the important

timing of verticalmotion tendency for the different vertical

drafts at t2 0 becomes apparent. The updraftmaximum in

Fig. 5a is strongly forced for the entire previous 100 s.

Additionally, the updraft band in Fig. 5a that extends from

(x 5 218km, y 5 28km) to (x5 216km, y5 211km)

FIG. 5. (a) Instantaneous vertical velocity tendency (m s22) at 7200 s at 1-km altitude in the numerical simulation.

(b) Vertical motion tendency from integration of the rhs of (1) along 20-s backward trajectories initialized at 7200 s

at 1 km in the model. (c) As in (b), but for 50-s backward trajectories. (d) As in (b) and (c), but for 100-s backward

trajectories. Black contours in every panel denote the instantaneous vertical motion every 2m s21 for negative

values and 6m s21 for positive values at 7200 s at 1-km altitude in the model.
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was a residual draft accelerated between 50 and 100 s

prior to t 2 0. The same is true for the downdraft im-

mediately east of the updraft band and for all the weak

vertical drafts above y . 27km. Hence, the trajectory

maps can help illustrate the relative age of the vertical

drafts by comparing the integrated forcing at different

times from the backward trajectories, thereby revealing

which drafts have been recently accelerated and which

ones are merely coasting.

To establish the primary forcing mechanism for the

updrafts and downdrafts, specific terms in the tendency

equations were integrated along the trajectories. In Fig. 6,

the terms of the vertical motion tendency equation have

been integrated over a 200-s period and separated into

the buoyancy (Fig. 6b) and vertical pressure gradient

(VPG; Fig. 6d) contributions. The precipitation loading

(Fig. 6c) contribution to buoyancy was also plotted. By

comparing the contributors to vertical motion, regions

FIG. 6. Vertical motion tendency terms integrated backward 200 s from an initial time of 7200 s at 1 km in the

model (color-filled contours). (a) The total tendency, (b) the contribution by buoyancy, (c) the precipitation loading

term, and (d) the amount associated with the vertical pressure gradient force. (e) The vertical motion at 7000 s from

backward trajectories initiated at 7200 s at 1 km. (f) The initial condition from (e) is used in the 200-s forward

integration of the tendency equation along trajectories to produce the Lagrangian vertical motion, valid at 7200 s at

1-km altitude. Black contours in every panel denote the instantaneous vertical motion every 2m s21 for negative

values and 6m s21 for positive values at 7200 s at 1-km altitude in the model.
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where forces support or oppose one another can be

ascertained. Note that the Exner function formulation

of the tendency equation implicitly contains the pressure

contribution to buoyancy (Doswell and Markowski 2004)

so that a small part of the buoyancy is contained in the

vertical pressure gradient. Additionally, the VPG has not

been separated into dynamic and buoyant contributions

(Rotunno and Klemp 1982). Thus, while both buoyancy

(Fig. 6b) and the VPG (Fig. 6d) resulted in forcing of

vertical motion, they largely negated each other in

some areas.

For example, consider the forcing terms for the rear-

flank downdraft (Ludlam 1963; Lemon and Doswell

1979; Klemp andRotunno 1983) centered at (x5213.5,

y 5 25.5 km) in Fig. 6a. It is clear that precipitation

loading (Fig. 6c) and negative buoyancy (Fig. 6b) counters

the mostly positive vertical pressure gradient force

(Fig. 6d) to increase the downdraft strength from its

initial value at t 2 200 s (Fig. 6e). The northwest–

southeast-oriented downdraft band at (x 5 215 km,

y 5 29 km) is separated from the main downdraft re-

gion and was primarily forced by a negative VPG, similar

to occlusion downdrafts simulated byKlemp andRotunno

(1983), Wicker and Wilhelmson (1995), and Adlerman

et al. (1999). In contrast, the northwest–southeast-oriented

updraft band from (x, y) of (218 km, 28 km) to

(215 km,211 km) in Fig. 6awas forced by a combination

of buoyancy (Fig. 6b) and VPG (Fig. 6d). Meanwhile, the

main updraft was forced almost entirely by the VPG.

For an observationally based dataset, vertical draft

forcing could be difficult to diagnose due to the lack of

pressure and thermodynamic information. Nonetheless,

one could estimate the hydrometeor mixing ratio from

radar reflectivity and thus integrate the precipitation

loading contribution over trajectories (Wakimoto et al.

1998). This technique might differentiate downdrafts in

the hook echo region that are dynamically driven from

those that are more buoyancy driven by precipitation

loading.

The robustness of the trajectories can be further

tested by comparing the simulated vertical motion in the

model (black contours) to the vertical motion obtained

by starting at t 2 200 s and integrating the tendency

terms forward. Figure 6e shows the past vertical motion

at t 2 200 s for all the trajectories that end at 1-km al-

titude at 7200 s into the simulation. Starting with these

vertical motions and integrating the vertical motion

tendencies along the trajectories produces the color-

filled plot of vertical motion in Fig. 6f. Even after 200 s,

there is very strong agreement between the vertical

motion obtained through forward integration of the

tendencies and the instantaneous vertical motion, de-

noted by the black contours, at t2 0. Thus, the trajectory

mapping analysis of vertical motion tendency is robust

for this simulation over at least 200 s.c. Application to

the forcing of vertical vorticity.

The vertical vorticity equation in height coordinates is

given in (5), where z is relative vertical vorticity; t is time;

f is the Coriolis parameter; u is the zonal component, y is

meridional component, w is the vertical component of

velocity; r is density; P is pressure; and, FU and FV are

the diffusive tendencies in u and y, respectively,
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dt
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. (5)

The solenoidal term in (5) was several orders of mag-

nitude less than the other terms and hereafter is

neglected.

The diffusion term in (5) combines the effects of

subgrid-scale turbulent mixing (Smagorinsky 1963) and

numerical diffusion associated with the model advection

scheme. Fortunately, CM1 has the option to output the

exact turbulent mixing diffusion and a simplified ap-

proximation of the numerical diffusion. The numerical

diffusion estimate is based on a single forward time step

assuming a fifth-order advection scheme. In reality, the

model goes through three small time steps over the same

period and uses aWENO advection scheme, integrating

the three time steps using a third-order Runge–Kutta

method (Shen and Zha 2010). The exact determination

of numerical diffusion from the WENO scheme is be-

yond the scope of this study. The simplified approxi-

mation obtained fromCM1 is likely an underestimate of

the true amount of numerical diffusion implicit in the

simulation. Total diffusion was calculated separately

from the other terms on the rhs of (5) to isolate its effect

on the change in vorticity and because diffusion estimates

are not readily available in most observational studies.

Unlike the tendency equation for vertical motion, the

vertical vorticity equation is not a separable differential

equation. Instead, (5) must be integrated, starting with

an initial value for z and then using the prior value of z in

the current estimate of the stretching term. A fourth-

order Runge–Kutta integration method was used in

calculating (5) along trajectories tomitigate error during

periods of exponential z growth. In the discussion sec-

tion to follow, integrated vertical vorticity refers to the

integration of only the tilting and stretching terms in (5)

over an arbitrary period. Lagrangian vertical vorticity

refers to the integrated vertical vorticity plus the initial

value of vertical vorticity at that point in the past.
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Backward trajectory analyses over a 50-s period ini-

tiated at 7200 s and 1km in the simulation (Fig. 7a) show

that the total change in vertical vorticity [the lhs of (5)]

was mostly positive, especially in the mesocyclone.

There is generally in good agreement between the total

change in vorticity along the backward trajectories and

the integrated vertical vorticity over the same period

(Fig. 7b), suggesting that tilting and stretching were the

dominant terms in the vorticity equation. However, near

the vortex center (213.3 km, 29.6 km in Fig. 7a), the

average difference (Fig. 7c) approached 50%of the total

change. Indeed, large differences—both positive and

negative—were found in most regions where the vor-

ticity gradient itself was large. To determine whether

these differences were due to the total diffusion (subgrid-

scale turbulent mixing plus numerical diffusion), total

diffusion was calculated along the same backward tra-

jectories (Fig. 7d). A residual vorticity term R was also

constructed according to (6). TermR represents the actual

total diffusion in the model, since the solenoidal term is

small in comparison,

R5
dz

dt
2 ( f 1 z)
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Considering the difference between the simplified

estimate of numerical diffusion and the actual numerical

diffusion in the model, the agreement between the

change in vorticity residual [lhs in (6); Fig. 7c] and the

estimated changes associated with total diffusion (Fig. 7d)

are remarkable. The spatial patterns of positive and neg-

ative regions are nearly collocated. The main discrepancy

is that the magnitude of the estimated diffusion appears

to be low. Interestingly, sensitivity tests in which the

WENO advection scheme was replaced with a fifth-

order advection scheme or even a fully explicit sixth-

order advection scheme resulted in greater differences

between the total diffusion using the simplified numer-

ical estimate fromCM1 and the residual vorticity change

in Fig. 7c. Therefore, while the estimated total diffusion

using the explicit turbulent mixing diffusion and the sim-

plified numerical diffusion from release 17 of the CM1

model underestimates the amount of diffusion actually

FIG. 7. Application of backward trajectory mapping to vertical vorticity analysis. (a) Total change in vertical

vorticity [lhs of (2), s21] according to the color scale, for a 50-s backward trajectory initialized at 7200 s at 1-kmaltitude

in the simulation. (b) Integrated vertical vorticity, from tilting and stretching alone, along 50-s backward trajectories.

(c) The difference found by subtracting (b) from (a). (d) Integrated change in vorticity from diffusion, including both

subgrid-scale turbulent mixing and the simplified numerical diffusion estimate, along 50-s backward trajectories. For

reference, in each panel vertical vorticity at 7200 s at 1-km altitude has been contoured in black every 0.02 s21.
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occurring in the model, the estimated total diffusion

does explain the bulk of the discrepancy between the

total change in vorticity along the backward trajecto-

ries and the integrated vertical vorticity.

The close agreement between the estimated total

diffusion (Fig. 7d) and the residual vorticity change

(Fig. 7c) suggests that the trajectory mapping technique

itself did not introduce significant errors into the vor-

ticity analysis. More importantly, the spatial pattern of

diffusion can be elucidated by trajectory mapping. This

may be the first time that the effects of diffusion on the

vorticity field have been quantified within a simulation

over the entire mesocyclone. Regions where the impact

of diffusion is large would correspond to regions where

unguided analysis of individual trajectories could lead to

misinterpretations of the model vorticity budget along

the trajectory.

d. Proxies for observational applications

Often in observational cases, only the kinematic prop-

erties of the storm are observed. Thus, thermodynamic

properties and behavior have to be inferred from the

kinematics. Trajectory mapping can be a useful tool to

evaluate the utility of observable quantities that may be

used as a proxy for basic thermodynamic structure. The

quantity that will be examined here is source height,

which will be shown to be a proxy for equivalent po-

tential temperature ue as suggested by Markowski et al.

(2002) because it is conserved for reversible moist adia-

batic processes.

In most observational studies, ue is not available within

the storm system. Thus, this proxy must be evaluated

in the numerical simulation. In Fig. 8, prior altitude at

100 and 800 s is compared to ue at t2 0 and 800 s along

trajectories. Over the shorter period, prior altitude is

indicative of the recent vertical motion history of tra-

jectories and suppresses the impact of past transient

updrafts and downdrafts on the interpretation of the

true source altitude of the trajectory. However, once the

trajectories are traced back long enough—in this case

800 s—prior altitude (Fig. 8c) can then be considered a

good qualitative proxy for ue. The required trajectory

integration period is dependent on the scale of motion

andmagnitude of the flow. In this case, it is 800 s. But for

FIG. 8. Prior altitude after (a) 100 and (c) 400 s, (b) equivalent potential temperature at 0 s, and (d) prior

equivalent potential temperature at 400 s, with analyzed vertical motion (black every 2m s21 for negative values

and 6m s21 for positive). The trajectories were initiated at 7200 s at 1-km altitude in the model.
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larger storms, the integration period could be more

than 1500 s.

5. Sensitivity to observational sampling

Trajectory maps have been shown to be useful in

elucidating the spatial pattern of fluid behavior in a

numerical model when data are available at every time

step and at every grid point. Observational datasets

typically have coarser temporal and spatial resolution.

For instance, mechanically scanning research radar

volumetric scans of convective storms often require

2–3min and have horizontal wavelength resolutions of

1–2 km (e.g., Lund et al. 2009; Bruning et al. 2010; Palucki

et al. 2011). To determine the impact of sparse and in-

frequent data on trajectory maps, sensitivity tests were

conducted using the model framework.

a. Spatial-resolution test

The effect of spatially undersampling storm structure

was examined by applying a Gaussian filter (s 5 1.5)

over horizontal planes in the numerical model output.

The filter essentially removed energy at wavelengths less

than 4 times the horizontal grid spacing, or less than

1km for the 250-m-resolutionmodel grid. Coarse spatial

resolution did not appreciably influence 800-s backward

trajectories of prior altitude or prior ue (cf. Figs. 9a,b

with Figs. 8c,d). The filtered model output produced

smoother trajectory maps with lower-amplitude ex-

trema. But the physical behavior of the source region for

the primary vertical draft was preserved, as was the scale

of the downward-moving air that intruded into the west

(left) side of the mesocyclone.

To test the significance of course resolution on the

trajectory map of vertical vorticity changes, the Lagrang-

ian vertical vorticity field over 100-s backward trajectories

was computed. The final Lagrangian-derived vertical

vorticity map is found by integrating (2) without the so-

lenoidal and diffusion terms and by adding the initial

vorticity at the beginning of the trajectory. Since the result

depends on the filtered initial vorticity, only the effects

from the Gaussian filter on the initial high-resolution

vorticity are shown in Fig. 9c. Note that the filtered initial

condition has lower amplitude, smoother structure, and a

FIG. 9. Results after spatial filtering has been applied with a data frequency of 2 s. (a) Prior altitude and

(b) equivalent potential temperature after 400 s of trajectory integration, with analyzed vertical motion (black every

2m s21 for negative values and 6m s21 for positive). (c) Analyzed vertical vorticity and (d) Lagrangian vertical vor-

ticity after 100 s, with the original analyzed (t 2 0) vertical vorticity (black contours every 0.02 s21) overlaid.
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maximum that is displaced to the west (left) of the

original high-resolution vortex. The Lagrangian vertical

vorticity map, computed from 7100 to 7200 s into the

simulation (Fig. 9d), resulted in sharper gradients, high-

peak amplitude, and a smaller displacement of the vor-

tex center than the filtered initial condition. Indeed, the

Lagrangian vertical vorticity map is very similar to the

original high-resolution vorticity at 7200 s. The mapped

Lagrangian vertical vorticity responded to the same

large-scale deformation that had caused the vortex in

the model to become concentrated. Thus, mapping the

Lagrangian-derived vertical vorticity recovered some of

the structure in the vorticity field that was removed by

the filter.

The impact of low spatial resolution but high temporal

resolution is especially germane to observations col-

lected with phased array radars (Heinselman et al. 2008;

Isom et al. 2013; French et al. 2014). Phased array sys-

tems provide data every few seconds but with a spatial

resolution comparable to, or slightly worse than, ex-

isting mechanically scanning weather radars. Hence,

trajectory mapping analyses help improve the intrinsic

resolvable spatial scale of fluid behavior and better

match the frequency obtained from phased array ra-

dar observations.

b. Combined spatiotemporal-resolution test

To evaluate the trajectory mapping technique relative

to more commonly available radar datasets from mechan-

ically scanning radars, the filtered model output was

further degraded by reducing the temporal resolution of

the model output to 180 s. The trajectory location

between time steps was computed using the advection

correction scheme described in Ziegler (2013).

Limiting the temporal resolution of the filtered model

output to 180 s resulted in little additional loss of fidelity

in the 800-s backward trajectory maps of prior altitude

and ue (cf. Figs. 10a,b with Figs. 9a,b). Indeed, the

greatest impact on the trajectory map structure was due

to coarse spatial resolution rather than limited temporal

resolution of the data used in computing the trajectories.

Regardless, even for the relatively poor temporal and

spatial scales associated with currently available radar

observations, the trajectory maps revealed the history

and thermodynamic characteristics of the vertical drafts

quite well.

FIG. 10. As in Fig. 9, except that in addition to the spatial scale being smoothed, the model output frequency has

been reduced to 180 s.
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The Lagrangian vertical vorticity map also did not

suffer much additional change in trajectory behavior

from the limited temporal sampling (cf. Fig. 10d with

Fig. 9d). The resolved scale and spatial pattern of the

trajectory map was very similar to that for just the deg-

radation in spatial resolution. The deformation in the

flow along the trajectories acted to sharpen the horizontal

gradients, increase the magnitude of the extrema to bet-

ter match the actual maxima, and helped force the vortex

center to be closer to the actual vortex center at 7200 s as

compared to the initial condition (Fig. 9c, 10c).

For the storm circulation examined here, which is of a

size (2–3km in diameter) and duration (;10min) that are

common to observed classic supercell storms (Burgess et al.

1982), the trajectory mapping analysis of the flow behavior

was not significantly impacted by limiting the data to the

resolution typical of wind retrievals for research radars.

Nevertheless, there were areas that showed sensitivity

to sampling resolution. The prior altitude values exhibi-

ted small-scale variability in the rear-flank downdraft

region to the west of the mesocyclone (cf. nearX5216,

Y 5 29km in Fig. 8c). The variability in prior altitude

was related to a small region of deformation associated

with counterrotating vortices to the west of the mesocy-

clone and outside the area of precipitation at earlier

times. Air that later arrived within this part of the rear-

flank region was composed of a mixture of air that passed

through or between these vortices. The lower spatial and

temporal resolution trajectory maps of prior altitude

(Figs. 9a, 10a) did not capture the subtlety of this flow and

hence did not exhibit as much variability in this region.

Instead, the lower-resolution sampling resulted in an aver-

aged structure. In that manner, the lower-resolution sam-

pling resulted in errors relative to the higher-resolution

trajectory maps. But these errors do not appear to be dy-

namically significant to the storm’s evolution.

Moreover, the trajectory mapping framework better

defines the intrinsic spatial scales of the observed flows

that helpmatch gains in temporal resolution achieved by

phased array radars. In general, the steadiness and scale

of the dominant flow characteristics relative to the res-

olution of the observational sampling is a fundamental

factor in the success of the trajectorymappingmethod in

diagnosing internal storm behavior. For storms in which

the flow is more transient or significantly undersampled

spatially, the consistency of the deformation and thus

the trajectory behavior can be expected to be more

sensitive and the resulting analyses to have larger errors.

6. Observed supercell trajectory maps

The sensitivity tests in the previous section indicate

that that backward trajectory maps should reveal the

spatial pattern of air behavior in storms observed at 2–3-min

intervals with spatial resolutions of 1–2-km wavelengths.

A high-precipitation supercell was observed at those

scales by the two SMART radars (Biggerstaff et al. 2005)

during TELEX-2 (MacGorman et al. 2008) on 29 May

2004. Payne et al. (2010) andCalhoun et al. (2013) studied

the polarmetric and lightning characteristics, respec-

tively, of the storm with regard to its kinematics di-

agnosed from dual-Doppler wind retrievals. The wind

retrievals have been extended to cover about a 75-min

period at about 150-s intervals.

Prior altitudes over a period of 1000 s were de-

termined using backward trajectories initiated at 1-km

altitude at three different times to illustrate the spatial

pattern of the airflow around the low-level mesocyclone

(Fig. 11). The prior altitude maps appear similar to the

simulation, with the biggest exception being the larger

scale of the observed high-precipitation mesocyclone.

At 1000 s before 0024 UTC 30 May 2004 (Fig. 11a), the

air that eventually filled the mesocyclone at 1-km alti-

tude came primarily from lower levels. However, there

were small regions within the mesocyclone that con-

tained air from above 1 km. This air had been trans-

ported in a small downdraft near the vortex center.

Later, this air flowed around the vortex and mixed with

air from altitudes closer to 1 km (Fig. 11b).

Outside the mesocyclone, evidence of a rainy down-

draft (Brandes 1978) prior to 0024 UTCwas observed to

the northwest (upper-left area in Fig. 11a). Air from the

rainy downdraft mixed with air from a stronger rear-

flank downdraft that occurred before 0036 UTC, as in-

dicated by the larger area of higher-altitude sources to

the west and northwest of the vortex center at that time

(Fig. 11b). These downdrafts did not cause the meso-

cyclone to occlude. However, their arrival appears co-

incident with the concentration and symmetrization of

the mesocyclone, suggesting that the downdrafts helped

to organize the low-level mesocyclone (cf. Figs. 11a,b).

Amuch stronger downdraft occurred prior to 0048 UTC

(Fig. 11c) in the southeastern sector of the mesocyclone.

The sharp gradient in the pattern of prior altitude helps

delineate the location of the rear-flank gust front at

0048 UTC. Compared to the earlier times, the gust front

had clearly surged ahead of the mesocyclone at 1-km

altitude, typical of the initial shape of a mesovortex

occlusion process (Burgess et al. 1982; Dowell and

Bluestein 2002) Similarly, the analyzed vertical vorticity

at 0048 UTC became amplified as the low-level meso-

cyclone was stretched, consistent with trajectories orig-

inating from a level below 200m.

The method of mapping Lagrangian trajectories in an

Eulerian framework to better visualize the spatial scale

and airflow behavior yields valuable insight into the
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mesocyclone evolution that is difficult to discern from

individual dual-Doppler analyses. More importantly,

given that deformation within this stormwas quasi steady

over the entire analysis period, the backward trajectory

map clearly delineated the gradients separating different

source regions of air that were observed at 1-km altitude

near and within the mesocyclone. Hence, trajectory maps

can be an invaluable tool that aids the understanding of

observed storm evolution at a higher resolution than the

individual analyses used to construct the maps. Future

studies based on trajectory map analysis will focus on the

role of downdrafts on the mesocyclone evolution and will

extend the method to less steady multicell convective

systems.

7. Discussion and conclusions

A trajectory mapping framework similar to Klemp

et al. (1981) has been presented and demonstrated to

improve the robustness of analyzed characteristics of

fluid flows and to eliminate the need to generalize fluid

motions through a small set of select trajectories. While

the examination of individual Lagrangian trajectories

has been a vital tool in understanding both observed and

numerically simulated thunderstorms, they are subject

to questions of representativeness and accuracy, espe-

cially those computed from observations. Backward

trajectory maps have been shown to vividly illustrate the

potential errors in randomly choosing a trajectory based

on vertical velocity or vorticity due to deformation

zones that cause gradients in trajectory behavior sig-

nificantly smaller than the grid spacing. Although there

is still value in examining individual trajectories, the

trajectory mapping framework provides a more robust

perspective and an invaluable sense of representative-

ness that would not be available otherwise.

One important caveat is the choice of integration

periods presented in this paper. The spatial structure

and scale of trajectory behavior is completely dependent

on the scales of motion and deformation. An integration

period of 100 s could be sufficient for a region of small-

scale motion, while a similarly structured butmuch larger

scale of motion could require an integration period of 500

or 1000 s to illustrate comparable flow behavior. There-

fore, one must explore a range of integration periods to

understand the scales of motion before deciding on a

representative integration period.

The trajectory mapping framework was applied to

analyze the source region of air within the low-level

mesocyclone, the forcing of vertical momentum, and the

development of vertical vorticity in and near the meso-

cyclone. Air within the low-level mesocyclone was

found to have converged from a broad area surrounding

FIG. 11. Backward trajectory maps at 1000 s initiated at 1-km

altitude from the 29–30 May 2004 Geary dual-Doppler wind re-

trievals. Prior altitude at 1000 s in the past (color-filled contours) is

plotted for trajectories initiated at (a) 0024, (b) 0036, and (c) 0048UTC

30 May. Analyzed positive vertical vorticity at each analysis time

is contoured in black (every 0.01 s21).
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the circulation, particularly from north of the circulation

in a region that had been subjected to subsidence over

much of the trajectory integration period. The main

updraft was found to have been accelerated by the

vertical pressure gradient force over the entire integra-

tion period, while other vertical drafts were influenced

primarily by precipitation loading and thermal buoy-

ancy. The development of vertical vorticity in the region

in and near the mesocyclone was dominated by tilting

and stretching. More importantly, however, dissipation

from both turbulent mixing and numerical diffusion

explained much of the difference between the actual

change in vertical vorticity and that computed from the

tendency equation following the trajectories. We be-

lieve this to be the first study to quantify the integrated

impact of numerical and turbulent diffusion on the

production of vertical vorticity. The trajectory mapping

analysis, therefore, illustrates regions in which calcula-

tion of vorticity budgets from individual trajectoriesmay

contain significant uncertainty.

The trajectory mapping method was also used to show

that prior altitude determined from backward trajecto-

ries over a sufficiently long period was a good proxy for

equivalent potential temperature. The robustness of the

trajectory map was tested by degrading the spatial and

temporal resolution of the model output. While indi-

vidual trajectories may be susceptible to a lack of tem-

poral and spatial resolution, the larger-scale behavior of

the trajectory maps did not significantly change when

the data frequency and resolved spatial scale were lim-

ited to scales typical of research radar datasets. More-

over, the deformation experienced by the trajectories

sharpened the spatial scale of the analyses, which may

help to match improved temporal resolution from phased

array radars. Thus, we are confident that provided a slowly

evolving storm (relative to the frequency of the observa-

tions), much can be learned from radar-based trajectory

maps.

To further elucidate the utility of trajectory maps

for observed storms, the prior altitude from 1000-s

backward trajectories integrated at three different

times was used to evaluate the source regions of air in

the mesocyclone of a high-precipitation supercell

observed during 29–30May 2004. The trajectory maps

showed the horizontal structure and evolution of de-

scending air parcels for both the rainy downdraft and

the rear-flank downdraft. These flow regimes were

tracked in time as they wrapped around the mesocy-

clone, coincident with a period of vortex intensifica-

tion. Future observational studies using the trajectory

mapping framework will examine these downdrafts

and their impact on the evolution of the low-level

mesocyclone.
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